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Abstract. 

Purpose: The problem of imbalanced datasets often affects the performance of classification models for prediction, 

one of which is credit risk prediction in P2P lending. To overcome this problem, several data balancing models have 

been applied in the existing literature. However, existing research only evaluates performance based on classification 

model performance. Thus, in addition to measuring the performance of classification models, this study involves the 

contribution of the performance of data balancing models including Random Oversampling (ROS), Random 

Undersampling (RUS), and Synthetic Minority Oversampling (SMOTE). 

Methods: This research uses the Lending Club dataset with an imbalanced ratio (IR) of 4.098, and 2 classifiers such 

as LightGBM and XGBoost, as well as 10 cross-validation to assess the performance of the data balancing model 

including Random Oversampling (ROS), Random Undersampling (RUS), and Synthetic Minority Oversampling 

(SMOTE). Then the model is evaluated using the metrics of accuracy, recall, precision, and F1-score. 

Result: The research results show that SMOTE has superior performance as a data balancing model in P2P lending, 

with an accuracy of the LightGBM+SMOTE model of 92.56% and the XGBoost+SMOTE model of 92.32%, where 

this performance is better than other models. 

Novelty: This research concludes that SMOTE as a data balancing model to improve credit risk prediction in P2P 

lending has superior performance. Apart from that, in this case, we find that the larger the data size used as a model 

training sample, the superior performance obtained by the classification model in predicting credit risk in P2P lending. 
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INTRODUCTION 
Peer-to-peer (P2P) lending is a financial technology business model [1]. P2P lending is a method of 

obtaining credit without the involvement of financial institutions like banks in the decision-making process. 

It has a greater chance of obtaining favorable terms than the conventional banking system [2]. P2P lending 

was created in 2005, and it has lately experienced significant global growth. The rise in P2P loans is a result 

of banks' improved credit standing [3]. As a result, a short-term credit history with a poor credit rating may 

indicate possible credit risk. The lenders need to be better able to assess credit risk as P2P lending becomes 

increasingly common as risks arise [3]. This is most likely related to the use of data mining techniques, 

specifically machine learning algorithms and alternative data sources.   

 

In addition, to being a helpful tool for lending institutions when deciding whether to approve credit 

applications, a strong model may also educate clients about actions that could lower their credit ratings [4]. 

Utilizing financial data, such as exchange records, client transactions, company transactional data, and so 

forth, to forecast client business success or individual credit card data and reduce loss and susceptibility is 

the main driving force behind risk prediction. Several risk prediction models, such as Light Gradient 

Boosting Machine (LightGBM) [5] and Extreme Gradient Boosting (XGBoost) [6], are based on tree 

classifier techniques. 

 

Lending Club is one of the largest online marketplaces for peer-to-peer lending in the United States. As 

noted on its website, there is potential for investors to diversify their portfolios because the market for 

consumer loans has topped $3 trillion. Most of the information concerning loan requests is also shared, in 

addition to the findings that P2P lending organizations make regarding the creditworthiness of potential 
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borrowers. These data may be used for a variety of purposes, including seeing how groups of users have 

behaved over time and between loans, but their greatest value lies in their ability to generalize user behavior 

and teach computational techniques for automatic credit assessment. Machine learning techniques are 

frequently used in this context to develop creditworthiness models for lending clients, and they have 

demonstrated respectable success rates [7], [8], [9]. However, one of the main drawbacks of these models 

is that there is an imbalanced ratio between the classes, meaning that there are many more creditworthy 

clients than non-creditworthy ones [10].  

 

According to Kaur & Gosain in 2018, the P2P lending data set has the characteristics of imbalanced data 

classes, and the facts show that the classes of fully repaid loans and defaulted loans are not the same. This 

problem will make it difficult to make predictions using highly imbalanced data sets because the classifier 

tends to identify the majority class over the minority class, and these imbalanced data classes can reduce 

the performance of the classification model. Therefore, addressing the problem of categorization of 

imbalanced data sets in these situations is crucial [11]. Various strategies have been suggested in the 

machine learning literature to address class imbalance, but few have been used in the context of P2P 

lending. This study compares undersampling and oversampling learning to handle imbalanced data sets. 

Meanwhile, for the machine learning scheme, we use LightGBM and XGBoost to classify the default risk 

of P2P lending. 

  

This research paper is organized into the following sections. The proposed research framework is described 

in the 'Research Methodology' section. Experimental results and discussion are presented in the 'Results 

and Discussion' section part. Conclusions and recommendation directions are discussed in the 'Conclusions' 

section. 

  

RELATED WORKS 

The study of default risk in P2P lending platforms, is an area that has drawn the attention of several 

academics, including Yang et al., in 2019 [12]; Swee et al., in 2022 [13]; Rao et al., in 2020 [14]; Teply & 

Polena in 2020 [15]; and Zhu in 2019 [16]. Peer-to-peer lending has gained popularity as a replacement for 

conventional financial institutions. Since most middle-class people lost their ability to qualify for loans 

after the 2008 financial crisis, P2P lending has become the preferred way for many people to get loans [17]. 

According to Ge et al., in 2017, information asymmetry has developed since lenders and borrowers in an 

online P2P lending process do not physically contact. Therefore, creating an effective and trustworthy credit 

risk assessment technique to lower investment risk without requiring human interaction is crucial for the 

continuing expansion of the P2P lending industry [18]. 

 

According to Bao et al., in 2019, credit scoring is a crucial instrument for classifying borrowers' 

creditworthiness for financial institutions [19]. He thinks that successful applications of machine learning 

algorithms to credit scoring have been made; this study tests the proposed method using P2P credit datasets. 

The proposed method combines machine learning algorithms, including classification and clustering 

algorithms, and the results demonstrate better performance than a single classifier alone. In the meanwhile, 

[20] and Bachmann et al. in 2011 examined the history of P2P lending and contrasted its benefits and 

drawbacks. Then they described the principles behind P2P lending and contrasted it with conventional bank 

lending. Then, Serrano-Cinca et al., in 2015 analyzed many characteristics to predict the default risk of P2P 

lending using statistical techniques such as Pearson's correlation, point biserial correlation, and chi-square 

test. They used various 7 features to generate 7 logistic regression models for determining the most 

significant predictor of default [22]. 

 

The aim of Cai & Zhang in 2020 is to develop an evaluation model for choosing borrowers by reducing 

higher risk [23]. A credit risk prediction model for peer-to-peer lending was created using the data mining 

approach. This study uses the Lending Club dataset from 2018 and an exploratory data analysis approach 

to focus on categorization while taking the significance of variables into account. In 2019, Zhu et al., in 

used data from Lending Club to compare the classification system for assessing the likelihood of default 

on P2P loans. They compare the SVM, decision tree, logistic regression, and random forest algorithms in 

their research [24]. 

 

Finally, Vinod et al., in 2016 analyzed the Lending Club data set to confirm which variables were critical 

and identify which people had a higher likelihood of timely and interest-bearing debt repayment [25]. They 

concluded that random forest is the most suitable classifier to detect which debtors would not pay their bills 
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on time, while a single decision tree was the best for identifying creditworthy consumers, using precision 

and accuracy as performance indicators. 

 

Despite the effort put forth in the aforementioned studies the data set class imbalance feature has all but 

been completely ignored. When there are significantly more instances of one class (the majority class) than 

another (the minority class), the data is said to be imbalanced. An unusual instance of an- order problem is 

when a dataset is imbalanced and the distribution of classes is not equal. In imbalanced data sets, such as 

the majority class and the minority class. Such data present a problem for data mining since traditional 

classification methods often take into account a balanced training set, which implies a bias towards the 

majority class [26]. On imbalanced data sets, in research by Chawla et al., in 2002 observed the synthetic 

minority oversampling technique (SMOTE), the ensemble-based method, and the   SMOTE- Boost method. 

In SMOTE topic, the majority class sample contributes more to creating the synthetic neighbors, which 

may improve the performance of SMOTE [27]. Additionally, in Chawal et al., in 2016 reviewed the 

problem of imbalanced datasets and various research improvements [28]. 

 

METHODS 

This segment shows the experimental steps for developing a default prediction model in P2P lending that 

focuses on finding the class balancing method that has the best performance, which is depicted in Figure 1 

 

 
Figure 1. Proposed research framework  

 

Lending club dataset 

Lending club is a P2P lending platform that provides loan history data that can be accessed publicly via the 

Kaggle platform. This research uses a sample of lending club loan data from 2007-2019. The Lending Club 

dataset contains 396,029 row records, and 27 features, in detail can be accessed through the link 

https://www.kaggle.com/datasets/jeandedieunyandwi/lending-club-dataset. 
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Preprocessing 

To prepare the data, two methods were carried out, namely cleaning missing values and changing the 

category type to numeric. The first step is to remove any features and events where more than 30% of the 

data is missing. The remaining missing values were then imputed using mode for categorical data or mean 

for numerical features. Then, the string data type is converted to a numeric type, and the categorical features 

are one-hot encoded. After the data preprocessing process, will see the imbalance ratio of the number of 

classes. If a data set has an imbalanced number of classes, it can be calculated with the imbalanced ratio 

(IR) defined as Eq. (1). 

 

𝐼𝑅 =  
𝑁𝑚𝑎𝑗

𝑁𝑚𝑖𝑛
 

(1) 

 

where 𝑁𝑚𝑎𝑗 is the number of major classes, and 𝑁𝑚𝑖𝑛  is the number of minor classes. When 𝐼𝑅 > 1 means 

the dataset has imbalanced class sizes, whereas if 𝐼𝑅 = 1 then the class sizes are definitely balanced. In this 

study, it is important to pay attention to the IR value of the data that will be used as a sample to assess the 

performance of the data balancing model (DBT) for each classifier. 

 

Data balancing model 

By altering the distribution class, the resampling procedure balances the datasets. It is separated into two 

techniques. The first technique is undersampling, which causes the size of the majority class to approach 

that of the minority class. The second technique, known as over-sampling, uses the minority class to enlarge 

it to a size that is comparable to the majority class [29]. 

 

Undersampling 

To ensure that the datasets are balanced, a subsample of the majority class is chosen whose size corresponds 

to the set of minority classes. However, because it discards certain crucial information, it could create 

another problem. Random undersampling is another sort of undersampling that randomly omits data from 

the majority class until the class distribution is balanced. We used Random Undersampling (RUS) as an 

undersampling technique in this study. Undersampling techniques often act in two ways, by removing noisy 

instances, or simply reducing instances using heuristics or even randomly. 

 

Oversampling 

To balance the distribution of the dataset, the oversampling approach generates additional data on minority 

groups. By randomly duplicating the data, the random oversampling (ROS) approach is an easy way to 

increase minority class data. Another methodology for oversampling is called SMOTE [30], or synthetic 

minority oversampling technique. Consider a feature vector 𝑥𝑖 of minority examples, where m is the 

minority example's closest neighbor in the feature space. Then, once the distribution is balanced, fresh data 

for the minority class are produced by interpolating between m and 𝑥𝑖. The new SMOTE oversampling 

technique known as "Borderline SMOTE" solely oversamples minority class borderline data [31]. If the 

number of 𝑥𝑖 nearest neighbor that belongs to the majority class which fit  
𝑚

2
 < |𝑥𝑗 ∩ 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦| < 𝑚, 

define the 𝑥𝑖 near the borderline and form the new data. 

 

Cross-validation 

In this work, our model was trained, validated, and tested using k-fold cross-validation. In the k-fold cross-

validation approach, k- subsets are randomly selected from the original data set. In one of the k rounds, 

each of the k subsets serves as a test data set. For model training and model fitting, the remaining k-1 subsets 

are employed. This strategy, according to [32], lessens the effect of data reliance. To put it another way, 

the classifier is graded sequentially on the whole data set, which reduces the chance that the performance 

of a classifier depends on the testing set selection. Additionally, [33] emphasizes that using k-fold cross-

validation is a guarantee of the validity of the results. In our paper, we specifically use 10-fold cross-

validation. 

 

Classifier 

In this section, we will explain the machine learning models in this study. Resampling as a class balancing 

is used for the LightGBM and XGBoost classifiers. 
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LightGBM 

According to [34] LightGBM is a distributed gradient boosting framework first developed by Microsoft for 

machine learning algorithms. LightGBM is an extension of GBDT algorithms such as XGBoost. Ke et al. 

suggested two methods, gradient-based one-sided sampling (GOSS) and exclusive feature bundling (EFB), 

to reduce the amount of data and features without compromising the predictive ability of the model. These 

methods can help achieve a balance between accuracy and efficiency.  

 

GOSS is an algorithm that maximizes data reduction while preserving accuracy. The gradient may be 

utilized as a gauge of sample weights since the approach predicts that samples with large gradients would 

significantly affect the gain criterion. By randomly selecting samples, the GOSS approach preserves all 

samples with big gradients and discards some samples with minor gradients. The gain is then calculated 

after weighting the sampled tiny gradient data. As a result, the algorithm will concentrate more on cases 

with insufficient training and will not significantly alter the distribution of the initial data. 

 

Another method that maximizes fewer features while retaining accuracy is EFB. The EFB method can 

convert many mutually exclusive features into higher density features. It avoids unnecessary counting of 

zero-valued features because the high-dimensional feature space is quite sparse and many features are 

almost mutually exclusive to each other. In this work, the optimal set of hyperparameters was discovered 

using both techniques. 

 

XGBoost 

The Gradient Boosting Decision Tree (GBDT), which was developed by [35] is extended in XGBoost, 

which was proposed by [36]. Although the GBDT uses ensemble learning, it learns in little steps. Each tree 

that is created using this approach is built upon its predecessor. This implies that the original design is 

always used, but that a new feature is always introduced to make up for the faults of the prior design. The 

XGBoost models utilize a more effective approximation approach (also known as the histogram algorithm) 

in place of the greedy algorithm used in GBDTs, which not only increases computing efficiency but also 

lessens the overfitting issue.  

 

Additionally, we may implement out-of-core computing, parallel computing, and decentralized computing 

in this system, which decreases training time and effectively handles massive amounts of data. Please refer 

to Chen and Guestrin [36] for more information since this work focuses more on the empirical investigation 

and development of a credit-scoring model. 

 

Evaluation metrics 

A confusion matrix is a useful tool for classifier assessment in machine learning. The predicted label of a 

class is represented by each column of the matrix, while the actual label of a class is represented by each 

row. The confusion matrix design for binary classification is depicted in Table 1. 

 

Table 1. Confusion matrix 
 Predicted Value 

Actual Value Negative Positive 

Negative True Negative (TN) False Positive (FP) 

Positive False Negative (FN) True Positive (TP) 

 

False positive (FP) and false negative (FN) are terms for classifiers that predict correctness and 

incorrectness. Furthermore, accuracy is the percentage of predictions correctly predicted by our model. 

Since its representation predicts the positive rate across all true positive data, the sensitivity representation 

is referred to as the precision rate. We use the F1 score, which is the harmonic mean of recall and precision, 

to combine the both. All evaluation metrics can be shown in Eq. (2). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  =  
(TP + TN)

(TP + TN + FP + FN)
 

 
(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
TP

(TP + FN)
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
TP

(TP + FP)
 

 

F1 − Score =  
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

RESULTS AND DISCUSSIONS 

In preprocessing, features were eliminated with more than 30% missing values, and excessive unique values 

resulting in 24 features and 395,219 records. Then, of the 24 features there are 7 features that are category 

type, this means that the data cannot be processed into the classification modeling stage. To handle this, the 

data type is converted to numeric using one-hot encoding, in detail can be seen in Table 2. 

 

Table 2. Converting data type using one-hot encoding 
Categorical Feature Feature Number After One-Hot Encoding 

sub_grade 35 features 

verification_status 3 features 

purpose 7 features 

initial_list_status 1 feature 

application_type 2 features 

home_ownership 5 features 

zip_code 9 features 

 

 
Figure 2. The proportion number of loan status classes (IR=4.098) 

 

Data visualization results were also obtained, which are presented in Figure 2, which are the number of 

'loan status' classes with a value of 0 as 'charged off' (77,523) records and 1 as 'fully paid' (317,696) records. 

Based on Eq. (1) then the imbalanced ratio (IR) value is 4,098, which means IR>1, so the class size is said 

to be imbalanced. 

 

The performance measurement results of the impact of using the data balancing model can be seen from 

two classifiers, which are LightGBM and XGBoost. Each classifier has been combined with a data 

balancing model, namely random oversampling (ROS), random underside (RUS), and synthetic minority 

oversampling technique (SMOTE), forming the LightGBM model as follows: LightGBM+ROS, 

LightGBM+RUS, and LightGBM +SMOTE. Likewise, for XGBoost it is as follows: XGBoost+ROS, 

XGBoost+RUS, and XGBoost+SMOTE. How the model performs is validated with 10-fold cross-

validation and evaluated based on accuracy, recall, precision, and F1-score. 

 

The difference in the amount of data from different undersampling and oversampling techniques. In the 

undersampling technique, the amount of data in the major class is trimmed so that it is equal to the number 

of minor classes. Conversely, in the oversampling technique, the number of minor classes will increase so 

that it is equal to the number of major classes. 
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Table 3. The amount of data in the class is based on the data balancing model 
Data balancing model Fully paid Charged off Total 

Original 317,696 77,523 395,219 

Undersampling 77,523 77,523 155,046 

Oversampling 317,696 317,696 635,392 

 

The experimental results show the value of measuring the performance of the data balancing model on two 

classifiers, namely LightGBM and XGBoost. Classifier performance is seen from the level of accuracy, 

recall, precision and F1-score. In LightGBM, it was tested using the original data size with each data 

balancing model including ROS, RUS, and SMOTE showing significant performance results. The 

performance results for each data balancing model against the LightGBM classifier can be seen in Table 4. 

We can see the results that have been obtained from the performance of the data balancing model on the 

LightGBM classifier, from the results that have been achieved the best performance was obtained by the 

LightGBM+SMOTE model with an accuracy of 92.56%, recall of 99.01%, precision of 87.70%, and FI-

score is 93.01%. Then, in Table 5 presents the results of the performance of each data balancing model on 

the XGBoost classifier. In the XGBoost classifier, the performance of the data balancing model is not much 

different from LightGBM, where we can see that F1-score 92.76%. 

 

Table 4. Performance comparison of data balancing model on LightGBM classifier 
Data Balancing Model Accuracy Recall Precision F1-Score 

LightGBM+Imbalanced data 88.95% 99.30% 88.39% 93.53% 

LightGBM+ROS 81.04% 80.64% 81.29% 93.48% 

LightGBM+RUS 80.55% 80.43% 80.62% 80.53% 

LightGBM+SMOTE 92.56% 99.01% 87.70% 93.01% 

 

Table 5. Performance comparison of data balancing model on XGBoost classifier  
Data Balancing Model Accuracy Recall Precision F1-Score 

XGBoost+Imbalanced data 88.92% 98.93% 88.60% 93.48% 

XGBoost+ROS 82.04% 81.28% 82.54% 81.90% 

XGBoost+RUS 80.39% 80.10% 80.57% 80.33% 

XGBoost+SMOTE 92.32% 98.41% 87.72% 92.76% 

 

After looking at the performance results of the data balancing models on LightGBM and XGBoost, it can 

be discussed that the data balancing model with the best performance is SMOTE, with accuracy and F1 

scores that are significantly superior to ROS and RUS. Meanwhile, the lowest performance was shown by 

RUS for each classifier. This shows that SMOTE with its performance that increases the number of samples 

based on nearest neighbor minority examples or in feature space is recommended to overcome class 

imbalance in the Lending Club dataset. In this case, we find that the larger the data size used as a model 

training sample, the superior performance obtained by the classification model in predicting credit risk in 

P2P lending. 

 

We compare the performance of the model in this study with the results of previous research that has used 

P2P lending data sets. Table 6 presents the proposed comparative study with previous related works. It can 

be seen that the model experimented in this study generally outperforms all models in previous research. 

In the overall summary of the results of previous research, SMOTE has superior performance as a data 

balancing model, for each classifier including LR, DT, RF, MLP, and NN. 

 

Table 6. Comparison of result with previous related works 

Study Classifier Data Balancing Model Accuracy F1-Score 

[37] 

LR  

SMOTE 

 

73.06% - 

MLP 69.08% - 

RF 71.61% - 

[38] 
LR 

SMOTE 
- 88.78% 

DT - 84.31% 

[39] 

RF 

SMOTE 

92.00% - 

NN 87.56% - 

LR 87.48% - 

This study 

LightGBM  

SMOTE 

 

92.56% 93.01% 

XGBoost 92.32% 92.76% 
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This research provides an important contribution to existing research regarding credit risk prediction in P2P 

lending services. The research results show that the LightGBM+SMOTE and XGBoost+SMOTE models 

have a high level of performance, with an accuracy of 92.56% and 92.32%, respectively. Comparing the 

model performance results in this study with the model performance in previous studies, 

LightGBM+SMOTE and XGBoost+SMOTE significantly outperformed the models in previous studies. 

For example, the SMOTE data balancing model in this study has better performance than SMOTE which 

also has superiority in previous studies on classifiers such as LR, DT, RF, MLP, and NN. This shows that 

the data balancing model used in this research, which are the combination of SMOTE with LightGBM and 

XGBoost, has brought significant improvement in results in predicting credit risk in P2P loans.  This is 

because LightGBM and XGBoost are tree-based classifiers that have the advantage of speed in the 

classification process, of course they are effective as classifiers with large sample data. Recalling the idea 

from the research of Chawla et al. that the majority sample data or in this case those with larger data sizes 

will have the opportunity to create synthetic neighbours that can improve SMOTE performance [27]. These 

results provide an important contribution as a basis for further research in research in this domain. 

 

CONCLUSION 

Credit risk prediction in P2P lending is a popular and growing research to find the best solution regarding 

the performance of machine learning models. However, P2P lending has fundamental problems because it 

has imbalanced data classes, where this problem can reduce the performance of the classification model. In 

this study, we have successfully used machine learning algorithms to predict credit risk in P2P lending and 

used data balancing models such as ROS, RUS, and SMOTE to process imbalanced data sets. To evaluate 

the experiments carried out, this research used the Lending Club dataset with IR = 4,098. In the 

experimental results, it was found that SMOTE as a data balancing model obtained the best performance 

compared to other data balancing models. The model performance was validated using 10-fold cross-

validation, then the accuracy level produced superior performance results on LightGBM+SMOTE with an 

accuracy of 92.56%, followed by XGBoost+SMOTE with an accuracy not much different, which is 

92.32%. Meanwhile, the research has experimental limitations which only test three data balancing models 

and two classifiers. So, as a recommendation for future research, the researcher can test more data balancing 

models other than this study, with more varied classifiers. 
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